
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conducting analyses on data remains a relatively easy task, 
especially when considered against forecasting with these same 
data. Such holds true regardless of the data or type of data. The 
analyses may be cumbersome or even complex, but it is fair to say 
that most researchers view analysis of data an easier task than 
modeling and forecasting data. Such holds true with equity data; it 
can be complex, not to mention frustrating. The issue is not with the 
mountains of calculations that sometimes enter the modeling mix. 
Rather, the issue usually centers around selection of the correct 
modeling technique, something that many researchers of investment 
data plow through with little consideration. It is only after forecasts 
turn to history and they lose money do they realize the err of their 
ways, but even then, most persons explain errors away as pricing 
anomalies. 
 
To demonstrate this point, we used vector autoregression followed 
by Monte Carlo simulation as a means of modeling equity pricing 
data, then back-tested our findings against known pricing. We 
selected LLY as our stock for both methods and used pricing data 
from December 2015 through November 2020. In fairness, there 
were no specific criteria used in selecting LLY as our test subject, 
but in general, pricing data ranged from approximately $75 to $160 
a share, and the mean monthly ROI was 1.1 percent, while 
annualized volatility was calculated to be 21.0 percent. 
 
We deliberately did not explore the data descriptively, as we suspect 
many investment gurus simply jump into modeling their data in a 
canned software package they do not understand rather than 
spending time learning the nuances associated with their data. The 
following are our findings, along with explanation. 
 
Vector AutoRegression (VAR) is used in multivariate time series 
data to describe relationships between variables in a stochastic 
process model that incorporates past lags, or orders (t-1, t-2…). 
The method results in an algorithm that allows us to eventually 
predict a dependent variable based upon a series of “independent 
variables.” A student of elementary statistics will note similarities in 
the modeled equation as one familiar, as the method plays off 
multiple regression. 
 
 Along with vector autoregressive models, there are numerous 
methods researchers use to investigate equity data. For forecasting,   
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some of these methods include pieces and parts of autoregressive 
moving average, exponential smoothing, simple regression, multiple 
regression, univariate times series analysis, multivariate time series 
analysis, Monte Carlo simulation, Brownian motion, and a host of 
other pieces and parts; but it is vector autoregressive (VAR) models 
of which we were first concerned. 
 
VAR leverages multiple regression that many researchers use daily. 
However, instead of using various independent variables as 
predictors of a dependent variable, outright, the original independent 
variable, e.g., price, ROI, is ordered by lags and used to project the 
same variable. The expression becomes the following. 
 
Equation 1: Vector Autoregressive Model 
 
𝑦 = 𝛼 + 𝛽 𝑦 + 𝛽 𝑦 ⋯𝛽 𝑦 + 𝜀    
 
That said, VAR models produce bi-directional outputs, not 
unidirectional outputs. Hence, the dependent variable impacts the 
“independent variables” (lagged series), and the “independent 
variables” impact the dependent variable. Though beyond our scope 
here, to determine direction—and causality—we would use Granger 
causality. 
 
For our situation, we used VAR alone as a means of forecasting 
pricing data, and more specifically, model accuracy. We selected LLY 
to investigate and used monthly pricing data from roughly 2015—
2020. Annualized volatility in LLY was 21.0 percent, while mean 
monthly ROI was 1.1 percent. Refer to the figure below. 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 

Of course, sometimes we select an incorrect modeling method for 
a given data set. The method that worked with stock A will not 
necessarily prove a good fit for stock B. Remember, the stocks may 
be in the same sector, or even the same stock, but the data sets 
are different, and patterned changes do occur. The method for 
modeling the best fit for data from 2000—2022 may not be the 
same method that fits best for data from 2010—2022. 
Sometimes the model fit simply doesn’t fit. Subsequently, the 
method for modeling data is as important as the analysis itself; 
analyses and modeling selection is of utmost importance.  
 
In our case, vector autoregression appeared to be a sound method 
for investigating the noted data, as well as using the models for 
forecasting future outcomes. Indeed, all was well until we took one 
additional step to back-test model outcomes against actuals. Only 
then did we find our projections off some 45 percent across even 
our best model fit, clearly suggesting that our efforts were in vain, 
that our models were of little value as it related to rendering 
projections.   
 
Five orders, or lags, were considered in the VAR model, and all five 
ordered models yielded strong explained variances, with a mean 
explained variance of .933 (R2

adj=.933). Moreover, all ordered 
series were statistically significant at the .05 alpha level. Refer to 
the table below to review model performances. 
 
 
 
 
 
 
 
 
 
Notwithstanding the strong levels of significance and explained 
variances, the accommodating models yielded poor outcomes in 
terms of pricing data, with mean monthly error rates and 
subsequent ROIs being off 43.6 percent to 47.0 percent. To gain 
some understanding in the confusion of these misgivings, we 
reviewed individual coefficients for the lagged explanatory variables 
in the mix. Admittedly, we typically are more interested in overall 
model fit from a dynamic behavioral perspective of the group 
holistically, but given the noted projection errors approaching 50 
percent, we had little option but to consider individual coefficients. 
From that review we determined that most lagged coefficients were 
not statistically significant within each of the five models—and no 
intercept coefficients were significant.      
 
Monte Carlo Simulation (MCS) is considered one of the strongest 
methods for modeling pricing data, and in fact, many researchers 
feel the method is stronger for forecasting pricing data than all 
other methods. However, it can be labor intensive in its 
development and maintenance. Moreover, the method requires 
relatively hefty computer memory to run, or at least with our firm 
as we run thousands of simulations simultaneously, mandating that 
our algorithms make millions of calculations simultaneously, as well. 
 
Though a fairly complex method, MCS works well when modeling 
data under extreme uncertainty, such as pricing data. The method  
 

Method: Vector Autoregression, 5 Lags
Order Proj ROI Fsig R2

adj Model Significant

5 6.6% 1.1494E-28 0.93361534 Yes
4 -1.2% 4.9199E-30 0.93259375 Yes
3 4.5% 1.2947E-31 0.93242396 Yes
2 4.2% 1.8808E-33 0.93309039 Yes
1 2.7% 1.7643E-35 0.93363315 Yes

Note: R2, not R2
adj, was used for Order 1 bc there was only one independent variable.

incorporates statistical randomness to solve potentially deterministic 
problems. While other methods incorporate singe variables to 
account for uncertainty, MCS embraces uncertainty by incorporating 
thousands and millions of random variables into the mix such that 
simple statistical analyses can be conducted on outcomes to project 
findings.  
 
Using these same pricing data from December 2015 through 
November 2020 (N=60), we developed a Monte Carlo simulation 
to run 10,000 interactions. Among numerous other parameters, 
annual drift was calculated to be .085, and volatility was 21.0 
percent, as noted under our VAR analysis. As opposed to calculating 
straight ROIs on monthly pricing data, we used natural log to 
calculate a wealth ratio on (Pt, Pt-1…). Consider other output data 
below, including graphical representation of the first 100 
simulations. 
 

Method: Monte Carlo Simulation/Brownian Motion  
Calculated Beta 0.252 
Calculated Sharpe Ratio 0.169 
R Coefficient against S&P 0.885 
Monthly ROI 1.1% 
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The mean error rate across the following 10 months in the back 
testing process between actual price and projected price was 27.1 
percent, a difference that would be found unacceptable if using 
these projections to render investment decisions. Though we have 
become comfortable with modeling errors in using MCS between 2 
percent to 7 percent, errors averaging nearly four times this much 
simply would not be acceptable. Subsequently, it would be 
incumbent upon the researcher to seek a stronger model fit—or 
determine other methods of understanding the data under 
consideration. Consider the large discrepancies between the 
projected actual ROI and projected ROI when using MCS below. 
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Herbert M Barber, Jr, PhD, PhD serves as the Managing Partner and Chief Investment Officer of Xicon Economics. Intersecting the fields 
of engineering, finance, econometrics, and statistics, Dr. Barber is an expert in financial economics as it relates to the management of random 
walk theory and navigation of constructs surrounding efficient market hypotheses, especially within assets operating under extreme 
uncertainty. For over 30 years, he has provided advisory, consulting, and management of large capital investments in the private and public 
sectors. Additionally, Dr. Barber has published numerous scientific papers in refereed journals. Complementing his experience, Dr. Barber 
holds 5 academic degrees, including two research doctorates. 
 
Xicon Economics provides investment research, financial and investment advisory, and asset management for corporations and investors. 
More specifically, we conduct scientific and applied research coupled with advanced statistical and econometric analyses and modeling to 
render complex financial and economic decisions to ensure investments are realized. While we have solved countless complex financial and 
economic problems, we concentrate our practice on leveraging our expertise to increase output on hedge funds and alternative investments. 
Additional information regarding Xicon Economics and its expertise can be found at www.xiconeconomics.com. Additional information 
regarding our current hedge fund, Xicon Squared, LP, can be found by visiting https://www.xiconeconomics.com/hedge-funds.  
    

Both methods failed as an appropriate means of forecasting pricing data. Such is unusual with these particular methods on these type 
data, but it does occur. In the case presented herein, both methods appeared they would yield strong outcomes. In fact, every VAR model 
was significant at the .05 alpha level, and all five models yielded strong explained variances; and the methodologies employed in the MSC 
model were as strong as any model we have developed. Making matters more perplexing is the fact that projections for the five VAR models 
compared well against the 10,000-sumulation MCS model, with most models yielding consistent projections. Even worse, the VAR models 
and MCS model all correlated almost perfectly (p<.05). Subsequently, most researchers would have been tempted to use projections from 
the appropriate VAR model or MSC model and move forward. It was only when we took the additional step of back-testing our models by 
examining projected pricing against actual (known) pricing data when the error of our ways were discovered. Refer to the tables below; and 
in so doing, allow this be a lesson.  
 
Key Take-Away: We cannot force data to fit a model; rather, we can only attempt to develop a model to fit the data.    
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